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SYSTEMS & CONTROL | RESEARCH ARTICLE

A multi layer recency frequency monetary 
method for customer priority segmentation in 
online transaction
Andreas Handojo1,2, Nyoman Pujawan1*, Budi Santosa1 and Moses Laksono Singgih1

Abstract:  Customer segmentation is a critical step toward appropriately differen-
tiating services to different customers. One common way of segmenting customers 
is by using what is called Recency, Frequency, Monetary (RFM) approach, where 
customers are classified based on the recency of their transactions as well as how 
often they purchase goods and services and how much money they spent. However, 
this approach is not able to fairly differentiate customers especially when it comes 
to the cases where old customers have decreased or stopped their purchases and 
the new customers just started buying. In order to overcome this, we proposed 
what is called Multi Layer Recency, Frequency, and Monetary (MLRFM) approach. In 
this approach, we divide time periods into multiple layers and the recency, fre-
quency, and monetary values are analyzed considering these different segments. 
Our numerical examples show that this multi layer approach can provide a good 
alternative for the companies that sell products online and customers are behaving 
very dynamically.

Subjects: Artificial Intelligence; Databases; Systems & Control Engineering 

Keywords: recency frequency monetary; segmentation; customer; online transaction; 
disruptive

1. Introduction
The Recency, Frequency, Monetary (RFM) model was first proposed by Hughes (1996) to analyze 
and predict customer behavior. RFM is a fairly effective and simple method that can be applied in 
market segmentation (Birant, 2011). RFM analysis is widely used to determine customer ratings 
based on customer purchase history information that has been recorded in the past. This method 
is used in various applications that involve large numbers of customers, such as online purchases, 
retailing, and others (Christy et al., 2021). In this method, customers will be grouped based on 
three dimensions, namely Recency (R), Frequency (F), and Monetary (M).

The recency value is measuring how recent the last transaction is. It can be measured by the 
number of days/periods between the last transaction made by the customer and today. The 
frequency value is the number of transactions made by the customer within a certain period of 
time. While the monetary value is the total money spent by the customer in a certain period. In the 
grouping, each customer is given a different score for the recency, frequency, and monetary 
variables. The score is given using a scale from 5 to 1, where the top quintile is given a score of 
5, and the lowest quintile will be given a score of 1. The existing scores are assumed to have 
unique characteristics as in the example in Table 1.
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Then, all customers who have been given a score for each recency, frequency, and monetary will 
be grouped based on their total score (Haiying & Yu, 2010, May). Customers who have a score of 5, 
5, 5 will be classified as potential customers for the company. On the contrary, customers who 
have a score of 1, 1, 1 are customers who are classified as less able to provide benefits for the 
company.

The problem or weakness of this RFM model is that it may not be fair in some situation. For 
example, let's say there is a new customer who orders continuously every day within the last three 
months so that it has a total number of orders (Frequency) of 90. On the other hand, there is an old 
customer who has been ordering very frequently in the past, but not really in the recent period. 
With a possibility that this large customer discontinued their business, then it should not be placed 
higher in the ranking compared to the new customer.

The same problem is also faced in terms of the total amount of revenue (Monetary), for example, 
every day in the last three months, a new customer places an order where each order contributes 
10,000 to the revenue, so the total contribution to the revenue is 90 orders × 10,000 = 900,000. 
While old customers have a large number of orders that are collected over several years (for 
example, 300 orders) with each order contributing 10,000. Existing customers will have a total 
revenue contribution of 300 orders × 10,000 = 3,000,000. Of course, the new customers will not be 
able to beat the old ones. But the old customer in the last three years has never placed an order at 
all which could be because that old customer has switched to other companies. So, this old 
customer should no longer be suitable to get a high priority.

Customer segmentation based on recency, frequency, and monetary factors is very important to 
maintain a level of fairness towards old and new customers. This should apply in any situation, 
conventional or online markets. However, it should be quite obvious to note that a more accom-
modative approach to segmentation is needed in the era of disruption that gave birth to online 
businesses such as airbnb, uber, didi chuxing, grab, gojek, amazon, alibaba, airbnb, etc. The online 
businesses are characterized by rapid transactions and highly dynamic customers. Customers can 
switch to other providers easily and thus old and new customers may leave and enter quickly. With 
this situation, the conventional segmentation approach may no longer be very accurate in reflect-
ing these dynamics.

To overcome these problems, this study proposes a model that divides the assessment of the 
frequency and monetary value in several stages/layers. These layers are used to separate transac-
tions based on certain time periods, for example, last one week, last one month, last three months, 
last one year, etc. By doing this, the company can see the activity of each customer based on 
a certain period of time. Each layer can also be assigned a certain weight, for example, the weight 
for the last one week is greater than the weight for the last three months, the weight for the last 
three months is greater than the weight for the last one year and the weight for the last one year 
is greater than the weight for the last three months, and so on.

This proposed method is expected to make the division/clustering of priorities from customers 
into a proportional assessment in accordance with the stages of division of areas/zones that are 

Table 1. RFM score description
Score Characteristic
5 Most Valuable

4 Promising

3 Can’t Lose Them

2 At Risk

1 Lost
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more layered and have a weight scale according to the company’s needs. With this proposed 
method, new customers also get a fairly high priority when compared to old customers who have 
not ordered for a long time. This proposed method aims to create a fair assessment of old and new 
customers by considering transactions made by customers based on a certain period of time. In 
addition to being applicable to the customer side, this proposed method can also be applied to 
business service providers such as drivers, home/hostel owners, online shop owners, etc.

The rest of this paper is organized as follows. Section 2 contains review of businesses under the 
disruption era. Section 3 covers some of the relevant literature around RFM method. In Section 4, 
this paper presents the proposed method with an implementation example. Finally, in Section 5, 
this paper finishes by conclusion and discussing possible extensions and future works.

2. Business under disruption era
According to Cambridge Dictionary, disruptive technology is a new technology that completely 
changes the way things are done. This term was coined by Bower and Christensen in their article in 
Harvard Business Review in 1995 (Bower and Christensen, 1995). Disruptive technology signifi-
cantly alters the way businesses, industries and even consumers operate. It significantly changes 
the cost or behavior of a business to either a product or a service. Disruptive technologies are 
radically changing the way information is gathered, the processes of business interaction, and the 
manufacturing of products. These disruptive technologies create impact on how individuals, 
businesses, and governments interact with one another to create markets, conduct business 
transactions, deliver services, create new business opportunities, and create new markets 
(International Finance Corporation, 2019).

The emergence of disruptive technologies provides a very drastic change in business models. For 
example, online transportation companies do not need to own vehicles, digital retailers do not own 
goods, and lodging companies do not need to own hotels or houses to rent. This creates uncer-
tainty in business, but on the other hand it creates new business and employment opportunities 
(World Bank, 2019).

Today, many of the new business are conducted online. Merchants of goods/services, and 
customers interact through a software platform that has been provided by the company platfor-
mer by a third party. Under this online platform, it easy for traders and customers to join/leave. Old 
and new customers will be able to do business on/off easily. So that in conducting customer 
mapping, a mechanism is needed that is able to adopt changes in transactions that occur based 
on a shorter period of time.

3. RFM method
Every customer has different needs, wants, and behaviors. This is one of the challenges for the 
company to serve all customers in the best possible way. This causes companies to have to 
recognize every customer, especially in terms of recognizing potential customers in doing business. 
One of the methods used to identify customers is through customer segmentation. Customer 
segmentation is done by sorting customers into groups that have certain characteristics. These 
characteristics can be determined by each company according to their individual needs. For 
example, companies may wish to develop priority or segmentation based on profitability, loyalty, 
or other attributes (Bauer, 1988; Newell, 1997).

One method that is often used in segmenting customers is the RFM method. The RFM model has 
several basic advantages such as simplicity in the implementation process so that the method can 
be implemented quickly (Kahan, 1998). Another advantage is that its simplicity of results and 
processes so that the decision makers can easily interpret the results of the model obtained 
(Marcus, 1998). This model is quite capable of capturing customer characteristics using only 
a relatively small amount of data (Kaymak, 2001). Therefore, the RFM model is commonly used 
in customer analysis and customer segmentation.
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The RFM model consists of three attributes, namely Recency (R), Frequency (F), and Monetary 
(M). Recency is reflecting the time of the last transaction (generally in days). This provides 
information about how long the last transaction made by the customer. Customers who have 
a small Recency value are assumed to be active customers. Frequency is the number of transac-
tions made by customers within a certain period of time. It is considered an indication of loyalty, 
trust, faithfulness from customers. The higher the frequency value obtained, the higher the loyalty, 
the level of trust, the level of faithfulness from customers to the company. Monetary is the average 
amount of money that has been spent by the customer. Monetary factor is used to measure the 
customer’s contribution to the company’s revenue. The greater the amount spent, the more the 
customer’s contribution to the company’s revenue (customers who generate the most revenue for 
the company).

The RFM model has been widely applied in various fields, such as the retail industry (D. Chen 
et al., 2012; Y. L. Chen et al., 2009; Peker et al., 2017), banking (Firdaus & Utama, 2021; 
Nikumanesh & Albadvi, 2014), Hospital (Mohammadzadeh et al., 2017), in the field of Hotel 
Management (Changqiu, 2011), pork industry (Apichottanakul et al., 2021). In terms of method 
development, many researchers have developed RFM to meet various needs. For example, Chang 
and Tsay (2004) developed the LRFM model by adding the Length (L) factor to the original RFM 
model. The addition of the L factor is used to calculate the time interval (in days) between the first 
transaction and the last transaction from the customer. The higher the L value, the more loyal the 
customer is considered.

Yeh et al. (2009) proposed the RFMTC model by adding a factor of time since first purchase (T), 
and Churn probability (C), using Bernoulli sequence in probability theory. This model tries to predict 
when a customer will make the next transaction and how many times the customer will make 
transactions in the future. Chang and Tsai (2011) has extended RFM model to GRFM model by 
adding product category group information. This model tries to group (group) the RFM values 
obtained by using the PICC (Purchased Items-Constrained Clustering) algorithm. It is hoped that 
with the new clustering, the purchasing characteristics of customers will be mapped more clearly. 
Mohammadzadeh et al. (2017) initiated the LRFMP model by adding the Periodicity (P) factor to the 
LRFM model. Periodicity factor is intended to calculate the time interval of each purchase made by 
the customer. This is intended to identify the tendency of customers to conduct transactions on 
a regular basis. Cheng and Chen (2009) used RFM method and K-Means algorithm to extract 
meaning rules in order to find out the characteristic of customer in order to strengthen 
Customer Relationship Management (CRM).

The various developments of the RFM method that have been carried out have not considered 
the problem of transaction factors carried out by customers based on a certain period of time. This 
has an impact on providing a fair assessment of priority segmentation for existing (old) and new 
customers. Considering that new customers who make transactions must lose to old customers 
from the factor of the number of transactions (frequency) and the total amount of money that has 
been spent (monetary). Another weakness is that the existing method has not taken into account 
the problem of the existence of old customers who make transactions at present but do not 
transact as often and as much as before (very rarely do transactions nowadays). This old customer 
will still have a large segmentation value (because of transactions made in the past) compared to 
new customers who are currently very active in transacting.

Based on these problems, a new method is proposed which aims to create a fair and detailed 
assessment for existing and new customers based on past and present transactions. The proposed 
method incorporates a period of time factor in order to perform a detailed customer segmentation 
analysis. The proposed method considers the assessment of customer segmentation based on 
a certain period of time where this time period can be divided into several time layers depending 
on the company’s business needs. Hence, this can be used to analyze customer activity in each 
period of time in detail, both from the frequency and the monetary factors. This proposed method 
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will be very suitable in answering customer segmentation problems in online business transactions 
which are currently booming.

4. The proposed method
The proposed method is developed from the Recency, Frequency, Monetary (RFM) method by 
considering the time period factor when a business transaction is carried out by a customer. The 
advantage of the proposed method is that the company can consider the activity of each customer 
in each time period. In this proposed method, the division of time periods can be done flexibly 
according to the company’s business system. For example, the time periods can be divided into 
one week, one month, three months, one year, three years, or the whole year. The division of this 
time period into layers can sharpen the consideration of the active factor of each customer within 
a certain period of time. With this, the company can segment customers more precisely. The 
proposed method will also be very suitable for online transaction businesses where customers can 
be active or inactive at any time easily. A customer can actively conduct business transactions for 
a certain period of time, but then after that the customer does not make transactions for 
a relatively long time.

The proposed method also has flexibility in assigning weights to each layer of the time period. 
For example, the last one week will be given a greater weight than the last one month. This will 
provide flexibility for the company in determining which time period is more important for the 
company’s business system.

The proposed method also has the advantage of providing flexibility in assigning weights to 
recency, frequency, and monetary factors. Companies can consider which factors play a more 
important role than other factors. For example, in fast moving product companies such as fresh 
food products, the company will expect more frequent transactions (e.g., daily purchase transac-
tions) even though the amount of money is not too large for each transaction. In this situation, it is 
possible that the frequency will be given a relatively more important weight than the monetary 
factor. This will be different for business companies that have products in large quantities (bulk), 
where companies will expect large purchases, while the frequency of purchases is relatively less 
important

With this proposed method, each company’s needs can be accommodated more flexibly so that 
each company can segment its customers in more detail and more accurately based on time 
period considerations. The formulation of the Multi Layer Recency, Frequency, and Monetary 
(MLRFM) method (equation 1) that was initiated can be explained in the following.

i: Customer number {1 . . . m}

j: Category in a certain time range {1, . . ., n}

Rpi: The number of points in the recency category for customer i

Fpij: The number of points in the frequency category for customer i in j time period

Mpij: The number of points in the monetary category for customer i in j time period

WRpi: Weight of recency category on customer i

WFpij: Weight of frequency category on customer i in j time period

WMpij: Weight of monetary category on customer i in j time period 
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MLRFMPoin ¼ Ri �WRið Þ þ ∑
n

j¼1
Fij �WFj

 !

þ ∑
n

j¼1
Mij �WMj

 !

"i; j (1) 

Equation 1 is the score for a particular customer, obtained from the weighted combined score of 
the three variables above: recency, frequency, and monetary. The recency category is obtained 
from the last time the customer made a transaction. For example, customer A’s last transaction 
was made 3 days ago. Meanwhile, customer B’s last transaction was 50 days ago. So, customer 
A has a higher Recency score than customer B. The length of time the customer’s last transaction 
was converted into Recency score according to a predetermined value threshold. For example, 
a customer whose last transaction was less than the last 14 days would be assigned a value of 5 
(active customer), while a customer whose last transaction was more than 60 days was assigned 
a value of 1 (inactive customer). Each point earned in this category is multiplied by the weight of 
the Recency category determined by the company.

In the assessment of the Frequency category, it is obtained from how much a customer doing 
transactions in a certain period of time. The same thing is done in the Monetary category, only the 
money used the service in a certain time category is calculated. The value of the weight of each 
monetary category at each time duration can be distinguished in order to obtain the division of the 
customer category the amount of fees that have been used in transactions. The division of layers 
in the mathematical model that was initiated can be used to obtain detailed segmentation of the 
level of activity of each customer based on a certain period of time.

Through this proposed model, it is hoped that the activity of each customer based on a certain 
period of time can be classified more accurately and reflecting the real importance of the 
customers. By doing this, the company can provide more appropriate priority services for both 
old and new customers.

4.1. Implementation and model testing
The customer dataset that is used for testing the proposed method is divided into two categories, 
namely old customers and new customers. Old customers are divided into three categories, 
namely loyal (L1), middle (L2), and non-active (L3). Likewise, new customers are divided into 
three categories, namely loyal (N1), middle (N2), and non-active (N3).

L1 represents old customers who have been using the service for a long time and are still actively 
transacting until now. L2 represents existing customers who have been using the service for a long 
time but have not been actively transacting in recent times. Meanwhile, L3 represents old customers 
who have been using the service for a long time and have not been actively transacting for some 
time. The cut-off time for old and new customers can be determined subjectively but this typically 
depends on the nature of business. In a fast moving goods or services, this could be three months, but 
in a slow moving products the cut of time could be one year or more.

N1 represents new customers who have recently used the service and are actively transacting. 
N2 represents new customers who have recently used the service but are not actively transacting. 
While N3 represents new customers who have just used the service but are not active (for 
example, only occasionally trying to make a transaction).

The proposed method can be divided into seven steps as shown in Figure 1. The corresponding 
details are explained as follows:

Step 1: Transaction data

A collection of transaction data from customers is generated randomly (as the example shown 
in Table 2) represents data from 20 customers with a total of 4991 transactions. This random data 
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is used to calculate the priority level of each customer based on the proposed method. This 
random data reflects old customers and new customers who make transactions via online trans-
actions. There are old customers who have been using the service for a long time and are currently 
still actively transacting. There are also existing customers who have been using the service for 
a long time but have not been actively transacting recently.

Step 2: Determine the period of the Multi Layer Frequency Monetary

The calculation of the proposed method is done by looking at the customer transaction data. 
Recency is calculated based on the day of the last transaction made by customer. Meanwhile, 
specifically for Frequency and Monetary, we use a multi layer approach where they are calculated 
by determining layer boundaries based on a certain time period. Frequency is calculated based on 
the number of transactions that have been made within a certain period of time. Likewise, with 
Monetary which is determined by calculating the total costs incurred in transactions within 
a certain period of time. In this experiment, the time limits used are transactions in the last one 
week, last one month, last three months, and the entire time.

(1) Transaction 

(2) Determine the Period of 
Multi Layer Frequency & Monetary 

(3) Calculate MLRFM 
Summarize Value

(4) Normalize MLRFM Value 

(5) Determine Segmentation 
Value

(6) Determine Weight 

(7) Calculate MLRFM Scoring 
Result

Figure 1. MLRFM steps.

Table 2. Sample of transaction data
Category Customer ID Transaction date Transaction cost 

(IDR)
L1 1 20 March 2022 10,000

L2 2 8 March 2022 12,000

N1 3 7 March 2022 25,000

L1 4 9 March 2022 8,000

L2 5 12 March 2022 17,000
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Step 3: Calculate MLRFM summarize value

Based on the multi layer division, the summary results are obtained from each existing customer 
(as shown in Table 2). The division of this layer is expected to increase the segmentation of existing 
customers.

Step 4: Normalize MLRFM value

The existing data are then normalized to obtain a value of 0 (lowest value) to 1 (highest value). 
For Frequency and Monetary, high values are considered better. Especially for Recency, the 
opposite will apply because recency values with high values are actually considered worse. The 
equations for normalization of the RFM attributes are presented below: 

Recency ¼ 1 � Ri � Rminð Þ= Rmax � Rminð Þ½ � (2)  

Frequency ¼ Fi � Fminð Þ= Fmax � Fminð Þ� (3)  

Monetary ¼ Mi � Mminð Þ= Mmax � Mminð Þ� (4) 

Step 5: Determine segmentation value

In order to cluster each value, each recency, frequency, and monetary value is divided/segmen-
ted into few parts. In this experiment, five parts were used with details of the division as shown in 
Table 3. In this proposed method, the company can determine how much distribution is needed. 
The smaller the division, the more segmentation that will be carried out.

Step 6: Determine weight

The next step is to assign an assessment weight (rated from 0 to 1, with a total weight value 
of 1) on each predetermined Multi Layer for Frequency and Monetary. For this experiment, the 
weights are determined by numbers as shown in Table 4. Each value of this weight applies to 
multiple layers that exist in frequency and monetary. The weights of the recency, frequency, and 
monetary factors are determined as in Table 5.

Step 7: Calculate MLRFM scoring result

After each value of Recency, multi layer Frequency, and multi layer Monetary is obtained, then 
that value is entered into Equation 1, where each value will be multiplied by both the weight of 
each multi layer and the weight of each factor. Each Recency, Frequency, and Monetary factor will 
have its own scoring result. Then, the scoring is added so that the overall scoring results are 

Table 3. MLRFM scoring threshold
Threshold Value
0.70–1.00 5

0.50–0.69 4

0.30–0.49 3

0.10–0.29 2

0.00–0.09 1
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obtained. The scoring results from this experiment can be seen in Table 6. Detailed examples of 
how to calculate the MLRFM score can be seen in Table 7.

4.2. Results
The results of the proposed method will be compared with the results of the RFM model values. The 
same transaction data (Table 2) is processed using a normalization mechanism then the results 
are divided into five parts (Table 3) but this time it does not use layer division or only takes the 
overall part (all) of the Recency, Frequency, and Monetary factors. Then, the results obtained are 
multiplied by the same weight (Table 5). The final results from RFM method can be seen in Table 9.

It can be seen that the RFM results (Table 10) of active old customers (L1) such as Customer ID 
15, 4, and 1 are ranked in 1, 3, and 4, while new customers (N1) are in the lower order, for example, 
Customer ID 12 is ranked eighth. In actual fact (as shown in Table 2) Customer ID 1 used the 
service (Recency) for the last 20 days, and only ordered (Frequency) one time during the last one 
month and only ordered 10 times in the last three months. However, because the total number of 
orders was 500 times, Customer ID 1 is assigned to fourth rank. Meanwhile, Customer ID 12, which 
is a new customer (N1) with service usage (Recency) in the last one day, ordered ten times in the 
last one week, 40 orders in the last one month, 130 orders in the last three months, and a total 
order of only 130 orders (looks like the customer just joined in the last three months) are placed in 
eighth rank. This is happened because the RFM method only considers the total number of orders.

This case also happened in monetary factor, where Customer ID 1 made a total transaction of 
2 million IDR, while Customer ID 12 made a total transaction of 1.3 million IDR. So, the RFM 
method values Customer ID 1 as higher in rank than Customer ID 12, even though Customer ID 1 
in the last three months is less active than Customer ID 12. Details of calculating the MLRFM score 
from Customer ID 1 and 12 can be seen in Table 7. From the data in Table 6, it can be seen that the 
last transaction from Customer ID 1 was 20 days ago. Meanwhile, the minimum value for the last 
transaction in the processed data was happening yesterday, and the maximum value for the 
transaction was happening 100 days ago. So, the result of normalization of recency factor for 
Customer ID 1 is 0.8. Meanwhile, the last transaction from Customer ID 12 was one day ago. This 
value is then processed using MLRFM threshold data (Table 3). It can be seen that the value of 
0.70–1.00 will have a value of five points.

From the data in Table 6, it can be seen that the number of transactions made by Customer ID 1 
during the last week was zero. This is also the minimum value of the number of transactions on the 
processed data. The maximum value of the number of transactions during the last week is 14 times. 

Table 4. Weight on multi layer
Frequency and Monetary Value
1 Week 0.2

1 Month 0.2

3 Months 0.3

All 0.3

Total 1.0

Table 5. Weight factor
Factor Value
Recency 0.2

Frequency 0.4

Monetary 0.4

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679                                                                                                                                                       

Page 9 of 19



Ta
bl

e 
6.

 T
ra

ns
ac

tio
n 

da
ta

 s
um

m
ar

y
Ca

te
go

ry
ID

Re
ce

nc
y—

 
la

st
 o

rd
er

 
(d

ay
)

Fr
eq

ue
nc

y 
(1

 w
ee

k)
Fr

eq
ue

nc
y 

(1
 m

on
th

)
Fr

eq
ue

nc
y 

(3
 m

on
th

s)
Fr

eq
ue

nc
y 

(a
ll)

M
on

et
ar

y-
 

ID
R 

(1
 w

ee
k)

M
on

et
ar

y-
 

ID
R 

(1
 m

on
th

)

M
on

et
ar

y-
 

ID
R 

(3
 m

on
th

s)

M
on

et
ar

y-
 

ID
R 

(a
ll)

L1
1

20
0

1
10

50
0

10
,0

00
10

,0
00

35
0,

00
0

2,
00

0,
00

0

L2
2

2
5

15
30

20
0

15
0,

00
0

40
0,

00
0

40
0,

00
0

50
0,

00
0

N
1

3
1

7
30

30
30

60
0,

00
0

60
0,

00
0

60
0,

00
0

60
0,

00
0

L1
4

3
5

5
50

50
0

50
,0

00
50

0,
00

0
60

0,
00

0
1,

50
0,

00
0

L2
5

5
6

10
30

40
0

80
,0

00
70

0,
00

0
80

0,
00

0
1,

00
0,

00
0

N
1

6
6

7
15

45
45

70
,0

00
15

0,
00

0
45

0,
00

0
45

0,
00

0

N
2

7
7

5
10

30
30

30
,0

00
50

,0
00

45
0,

00
0

45
0,

00
0

L3
8

1
1

1
1

1
10

,0
00

10
,0

00
10

,0
00

10
,0

00

L2
9

3
5

50
70

20
0

10
0,

00
0

50
0,

00
0

90
0,

00
0

3,
00

0,
00

0

N
3

10
35

0
0

10
30

0
0

0
10

0,
00

0
2,

00
0,

00
0

L3
11

5
2

4
6

10
40

,0
00

90
,0

00
12

0,
00

0
20

0,
00

0

N
1

12
1

10
40

13
0

13
0

10
0,

00
0

40
0,

00
0

1,
30

0,
00

0
1,

30
0,

00
0

N
2

13
10

0
15

45
60

0
30

0,
00

0
90

0,
00

0
1,

20
0,

00
0

L3
14

6
1

1
3

10
10

,0
00

20
0,

00
0

50
0,

00
0

1,
00

0,
00

0

L1
15

5
14

60
12

0
90

0
10

0,
00

0
60

0,
00

0
1,

20
0,

00
0

10
,0

00
,0

00

N
1

16
3

6
25

25
25

80
,0

00
30

0,
00

0
30

0,
00

0
30

0,
00

0

L2
17

4
5

20
35

80
15

0,
00

0
80

0,
00

0
1,

20
0,

00
0

6,
00

0,
00

0

N
3

18
40

0
0

60
50

0
0

0
70

0,
00

0
2,

00
0,

00
0

L3
19

1
4

20
50

70
30

0,
00

0
50

0,
00

0
75

0,
00

0
1,

80
0,

00
0

L2
20

10
0

0
0

0
1,

00
0

0
0

0
5,

00
0,

00
0

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679

Page 10 of 19



Ta
bl

e 
7.

 M
LR

FM
 c

al
cu

la
tio

n 
ex

am
pl

e
ID

Ca
te

go
ry

Re
ce

nc
y 

va
lu

e

Fr
eq

ue
nc

y 

(1
 W

ee
k)

 

va
lu

e

Fr
eq

ue
nc

y 

(1
 M

on
th

) 

va
lu

e

Fr
eq

ue
nc

y 

(3
 m

on
th

) 

va
lu

e

Fr
eq

ue
nc

y 

(a
ll)

 v
al

ue

M
on

et
ar

y 

(1
 w

ee
k)

 

va
lu

e

M
on

et
ar

y 

(1
 m

on
th

) 

va
lu

e

M
on

et
ar

y 

(3
 m

on
th

) 

va
lu

e

M
on

et
ar

y 
(a

ll)
 

va
lu

e

Re
ce

nc
y 

To
ta

l 

Sc
or

in
g

Fr
eq

ue
nc

y 
To

ta
l 

Sc
or

in
g

M
on

et
ar

y 
To

ta
l 

Sc
or

in
g

M
LR

FM
 T

ot
al

 

Sc
or

in
g

1
Da

ta
20

0
1

10
50

0
10

,0
00

10
,0

00
35

0,
00

0
2,

00
0,

00
0

M
LR

FM
 

Sc
or

in
g

5
1

1
1

3
1

1
2

2
5

1.
6

1.
6

2.
3

Ca
lc

ul
at

e 
Sc

or
in

g
1—

((
20

–1
) 

/(
10

0–
 

1)
) 

= 
0.

8

(0
–0

) 
/(

14
– 

0)
 =

 0
(1

–0
) 

/(
60

– 
0)

 =
 0

.0
2

(1
0–

0)
 

/(
13

0–
 

0)
 =

 0
.0

8

(5
00

–1
) 

/(
10

00
– 

1)
 =

 0
.4

9

(1
0,

00
0–

0)
 

/(
60

0,
00

0–
 

0)
 =

 0
.0

2

(1
0,

00
0–

0)
 

/(
80

0,
00

0–
 

0)
 =

 0
.0

1

(3
50

,0
00

–0
) 

/(
1,

30
0,

00
0–

 
0)

 =
 0

.2
7

(2
,0

00
,0

00
–0

) 
/(

10
,0

00
,0

00
– 

0)
 =

 0
.2

5
(1

x0
.2

) 
+ 

(1
x0

.2
) 

+ 
(1

x0
.3

) 
+ 

(3
x0

.3
) 

= 
1.

6

(1
x0

.2
) 

+ 
(1

x0
.2

) 
+ 

(2
x0

.3
) 

+ 
(2

x0
.3

) 
= 

1.
6

(5
x0

.2
) 

+ 
(1

.6
x0

.4
) 

+ 
(1

.6
x0

.4
) 

= 
2.

3

12
Da

ta
1

10
40

13
0

13
0

10
0,

00
0

40
0,

00
0

1,
30

0,
00

0
1,

30
0,

00
0

M
LR

FM
 

Sc
or

in
g

5
5

4
5

2
2

4
5

2
5

3.
9

3.
3

3.
9

Ca
lc

ul
at

e 
Sc

or
in

g
1—

((
1–

1)
 

/(
10

0–
 

1)
) 

= 
1

(1
0–

0)
 

/(
14

– 
0)

 =
 0

.7
1

(4
0–

0)
 

/(
60

– 
0)

 =
 0

.6
7

(1
30

–0
) 

/(
13

0–
0)

 =
 1

(1
30

–1
) 

/(
10

00
– 

1)
 =

 0
.1

3

(1
00

,0
00

–0
) 

/(
60

0,
00

0–
 

0)
 =

 0
.1

7

(4
00

,0
00

–0
) 

/(
80

0,
00

0–
 

0)
 =

 0
.5

(1
,3

00
,0

00
–0

) 
/(

1,
30

0,
00

0–
 

0)
 =

 1

(1
,3

00
,0

00
–0

) 
/(

10
,0

00
,0

00
– 

0)
 =

 0
.1

3

5
(5

x0
.2

) 
+ 

(4
x0

.2
) 

+ 
(5

x0
.3

) 
+ 

(2
x0

.3
) 

= 
3.

9

(2
x0

.2
) 

+ 
(4

x0
.2

) 
+ 

(5
x0

.3
) 

+ 
(2

x0
.3

) 
= 

3.
3

(5
x0

.2
) 

+ 
(3

.9
x0

.4
) 

+ 
(3

.3
x0

.4
) 

= 
3.

9

15
Da

ta
5

14
60

12
0

90
0

10
0,

00
0

60
0,

00
0

1,
20

0,
00

0
10

,0
00

,0
00

M
LR

FM
 

Sc
or

in
g

5
5

5
5

5
2

5
5

5
5

5
4.

4
4.

8

Ca
lc

ul
at

e 
Sc

or
in

g
1—

((
5–

1)
 

/(
10

0–
 

1)
) 

= 
0.

95

(1
4–

0)
 

/(
14

–0
) 

= 
1

(6
0–

0)
 

/(
60

–0
) 

= 
1

(1
20

–0
) 

/(
13

0–
 

0)
 =

 0
.9

2

(9
00

–1
) 

/(
10

00
– 

1)
 =

 0
.9

0

(1
00

,0
00

–0
) 

/(
60

0,
00

0–
 

0)
 =

 0
.1

7

(6
00

,0
00

–0
) 

/(
80

0,
00

0–
 

0)
 =

 0
.7

5

(1
,2

00
,0

00
–0

) 
/(

1,
30

0,
00

0–
 

0)
 =

 0
.9

2

(1
0,

00
0,

00
0–

0)
 

/(
10

,0
00

,0
00

– 
0)

 =
 1

5
(5

x0
.2

) 
+ 

(5
x0

.2
) 

+ 
(5

x0
.3

) 
+ 

(5
x0

.3
) 

= 
5

(2
x0

.2
) 

+ 
(5

x0
.2

) 
+ 

(5
x0

.3
) 

+ 
(5

x0
.3

) 
= 

4.
4

(5
x0

.2
) 

+ 
(5

x0
.4

) 
+ 

(4
.4

x0
.4

) 
= 

4.
8

20
Da

ta
10

0
0

0
0

10
00

0
0

0
5,

00
0,

00
0

M
LR

FM
 

Sc
or

in
g

1
1

1
1

5
1

1
1

4
1

2.
2

1.
9

1.
84

Ca
lc

ul
at

e 
Sc

or
in

g
1—

((
10

0–
 

1)
 /

(1
00

– 
1)

) 
= 

0

(0
–0

) 
/(

14
– 

0)
 =

 0
(0

–0
) 

/(
60

– 
0)

 =
 0

(0
–0

) /
(1

30
– 

0)
 =

 0
(1

00
0–

1)
 

/(
10

00
– 

1)
 =

 1

(0
–0

) 
/(

60
0,

00
0–

 
0)

 =
 0

(0
–0

) 
/(

80
0,

00
0–

 
0)

 =
 0

(0
–0

) 
/(

1,
30

0,
00

0–
 

0)
 =

 0

(5
,0

00
,0

00
–0

) 
/(

10
,0

00
,0

00
– 

0)
 =

 0
.5

1
(1

x0
.2

) 
+ 

(1
x0

.2
) 

+ 
(1

x0
.3

) 
+ 

(5
x0

.3
) 

= 
2.

2

(1
x0

.2
) 

+ 
(1

x0
.2

) 
+ 

(1
x0

.3
) 

+ 
(4

x0
.3

) 
= 

1.
9

(1
x0

.2
) 

+ 
(2

.2
x0

.4
) 

+ 
(1

.9
x0

.4
) 

= 
1.

84

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679                                                                                                                                                       

Page 11 of 19



Ta
bl

e 
8.

 M
LR

FM
 re

su
lts

ID
Re

ce
nc

y 
va

lu
e

Fr
eq

ue
nc

y 
(1

 w
ee

k)
 

va
lu

e

Fr
eq

ue
nc

y 
(1

 m
on

th
) 

va
lu

e

Fr
eq

ue
nc

y 
(3

 m
on

th
s)

 
va

lu
e

Fr
eq

ue
nc

y 
(a

ll)
 v

al
ue

M
on

et
ar

y 
(1

 w
ee

k)
 

va
lu

e

M
on

et
ar

y 
(1

 m
on

th
) 

va
lu

e

M
on

et
ar

y 
(3

 m
on

th
s)

 
va

lu
e

M
on

et
ar

y 
(a

ll)
 v

al
ue

Re
ce

nc
y 

to
ta

l 
sc

or
in

g

Fr
eq

ue
nc

y 
to

ta
l 

sc
or

in
g

M
on

et
ar

y 
to

ta
l s

co
rin

g
M

LR
FM

 t
ot

al
 

sc
or

in
g

L1
15

5
5

5
5

5
2

5
5

5
5.

0
5.

0
4.

4
4.

8

N
1

12
5

5
4

5
2

2
4

5
2

5.
0

3.
9

3.
3

3.
9

L2
9

5
3

5
4

2
2

4
4

2
5.

0
3.

4
3.

0
3.

6

L2
17

5
3

3
2

1
2

5
5

4
5.

0
2.

1
4.

1
3.

5

L3
19

5
2

3
3

1
3

4
4

2
5.

0
2.

2
3.

2
3.

2

L2
5

5
3

2
2

3
2

5
4

1
5.

0
2.

5
2.

9
3.

2

N
1

3
5

3
3

2
1

5
5

3
1

5.
0

2.
1

3.
2

3.
1

L1
4

5
3

1
3

3
1

4
3

2
5.

0
2.

6
2.

5
3.

0

N
2

13
5

1
2

3
1

1
3

4
2

5.
0

1.
8

2.
6

2.
8

L2
2

5
3

2
2

2
2

3
3

1
5.

0
2.

2
2.

2
2.

8

N
1

6
5

3
2

3
1

2
2

3
1

5.
0

2.
2

2.
0

2.
7

N
1

16
5

3
3

2
1

2
3

2
1

5.
0

2.
1

1.
9

2.
6

N
3

18
4

1
1

3
3

1
1

4
2

4.
0

2.
2

2.
2

2.
6

N
2

7
5

3
2

2
1

1
1

3
1

5.
0

1.
9

1.
6

2.
4

L1
1

5
1

1
1

3
1

1
2

2
5.

0
1.

6
1.

6
2.

3

L3
14

5
1

1
1

1
1

2
3

1
5.

0
1.

0
1.

8
2.

1

L3
11

5
2

1
1

1
1

2
1

1
5.

0
1.

2
1.

2
2.

0

L2
20

1
1

1
1

5
1

1
1

4
1.

0
2.

2
1.

9
1.

8

N
3

10
4

1
1

1
2

1
1

1
2

4.
0

1.
3

1.
3

1.
8

L3
8

5
1

1
1

1
1

1
1

1
5.

0
1.

0
1.

0
1.

8

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679

Page 12 of 19



So, the result of normalization of the frequency for Customer ID 1 is zero. Meanwhile, the number of 
transactions during the last week from Customer ID 12 was 10 times. So that when normalization is 
carried out the frequency factor value (one week) is 0.71. This value is processed using MLRFM 
threshold data (Table 3). It can be seen that the value of 0.70–1.00 will have a value of 5.

After obtaining the results of each MLRFM value, the value is multiplied by a predetermined 
weight. For example, for the recency factor of Customer ID 1 and 12, a recency value of 5 is 
obtained multiplied by a recency weight of 0.2, so that a total recency value of 1 is obtained. 
Meanwhile for Customer ID 1, the one-week frequency value is one point multiplied by a weight of 
0.2, plus the one-month frequency value of one point multiplied by a weight of 0.2, plus the three- 
month frequency value of one point multiplied by a weight of 0.3, plus the frequency value of all 
transactions of three points multiplied by a weight of 0.3. So that the results obtained for the total 
frequency value of 1.6. The same way is done for the value of the monetary factor. The results 
obtained from the recency, frequency, and monetary factor values are then added together to 
obtain the total MLRFM score. The results obtained from the recency, frequency, and monetary 
factors are then multiplied by the weight of each factor. The results are then summed to get the 
total MLRFM score. For Customer ID 1, the total recency value is one point multiplied by a weight of 
0.2, plus the total frequency value of 1.6 multiplied by a weight of 0.4, plus the total monetary 
value of 1.6 multiplied by a weight of 0.4. So that the total MLRFM score for Customer ID 1 is 1.48. 
The MLRFM final result can be seen on Table 8.

In Table 10, the results of the RFM method are compared with the proposed method (MLRFM) 
with Frequency and Monetary factors divided into periods of one week, one month, three months, 
and total. Customer ID 1 is placed at rank 16 (down 12 ranks), while Customer ID 12 is placed 
at second rank (up six ranks). The changes in the RFM Level as compared to MLRFM Score in the 
brackets indicate that the rating has decreased by the numbers written, while numbers without 
brackets mean the rating has increased by the numbers written.

The proposed method is able to provide high ratings for existing customers who are really active 
both in the recent period and with high total of order frequency and value of transactions, such as 
Customer ID 15 at first rank (same as the results of the method RFM). The proposed method is also 
able to consider the active factor of the customer in placing orders in recent times. For example, 
Customer ID 9 (L2) ranked third and managed to beat Customer ID 4 (L1) ranked eighth. Although 
Customer ID 4 has a total number of orders (Frequency) of 500 and Monetary of 1.5 million IDR, 
while Customer ID 9 has a total frequency of 200 with Monetary of 3 million IDR. This is because 
Customer ID 9 ordered 50 times in the last one month and ordered 70 times in the last three 
months. Meanwhile, Customer ID 4 only ordered 5 times in the last one month and ordered 50 
times in the last three months.

Furthermore, the advantages of the proposed method have the flexibility in terms of the use of 
the time period considered for special business purposes. The company can determine the division 
of time periods that are considered more appropriate for consideration in the company’s business, 
e.g., one month, two months, one year, three years, five years, etc. The company can easily 
determine the weights that are considered more influential in a certain period of time, for 
example, the weight of a period of one month is considered greater than the weight of a period 
of three months or vice versa.

In order to identify the cluster formed from the proposed method, the K-means clustering 
method is used. The results obtained are five clusters (as shown in Table 11). It can be seen 
that clusters one and five only have one member. While clusters two, three, and four have seven, 
seven, and four members, respectively.

To evaluate the resulting clusters, measurements of cohesion, separation, and silhouette coeffi-
cients were used. This measurement is used to identify how suitable an object belongs to a cluster. 

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679                                                                                                                                                       

Page 13 of 19



Ta
bl

e 
9.

 R
FM

 r
es

ul
ts

ID
Re

ce
nc

y 
va

lu
e

Fr
eq

ue
nc

y 
(a

ll)
 

va
lu

e
M

on
et

ar
y 

(a
ll)

 
va

lu
e

Re
ce

nc
y 

To
ta

l 
sc

or
in

g
Fr

eq
ue

nc
y 

to
ta

l 
sc

or
in

g
M

on
et

ar
y 

to
ta

l 
sc

or
in

g
RF

M
 t

ot
al

 
sc

or
in

g
L1

15
5

5
5

1.
0

2.
0

2.
0

5.
0

L2
20

1
5

3
0.

2
2.

0
1.

2
3.

4

L1
4

5
3

2
1.

0
1.

2
0.

8
3.

0

L1
1

5
3

2
1.

0
1.

2
0.

8
3.

0

L2
17

5
1

4
1.

0
0.

4
1.

6
3.

0

N
3

18
4

3
2

0.
8

1.
2

0.
8

2.
8

L2
5

5
3

1
1.

0
1.

2
0.

4
2.

6

N
1

12
5

2
2

1.
0

0.
8

0.
8

2.
6

L2
9

5
2

2
1.

0
0.

8
0.

8
2.

6

N
3

10
4

2
2

0.
8

0.
8

0.
8

2.
4

L2
2

5
2

1
1.

0
0.

8
0.

4
2.

2

L3
19

5
1

2
1.

0
0.

4
0.

8
2.

2

N
2

13
5

1
2

1.
0

0.
4

0.
8

2.
2

N
1

3
5

1
1

1.
0

0.
4

0.
4

1.
8

N
1

6
5

1
1

1.
0

0.
4

0.
4

1.
8

N
1

16
5

1
1

1.
0

0.
4

0.
4

1.
8

N
2

7
5

1
1

1.
0

0.
4

0.
4

1.
8

L3
14

5
1

1
1.

0
0.

4
0.

4
1.

8

L3
11

5
1

1
1.

0
0.

4
0.

4
1.

8

L3
8

5
1

1
1.

0
0.

4
0.

4
1.

8

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679

Page 14 of 19



Ta
bl

e 
10

. R
FM

 a
nd

 M
LR

FM
 r

es
ul

t 
co

m
pa

ris
on

Ra
nk

Ca
te

go
rie

s
ID

RF
M

 t
ot

al
 s

co
rin

g
Ch

an
gi

ng
 le

ve
l 

co
m

pa
re

d 
to

 R
FM

 
sc

or
e

Ca
te

go
rie

s
ID

M
LR

FM
 t

ot
al

 
sc

or
in

g

1
L1

15
5.

0
N

o 
ch

an
ge

L1
15

4.
8

2
L2

20
3.

4
(1

6)
N

1
12

3.
9

3
L1

4
3.

0
(5

)
L2

9
3.

6

4
L1

1
3.

0
(1

1)
L2

17
3.

5

5
L2

17
3.

0
1

L3
19

3.
2

6
N

3
18

2.
8

(7
)

L2
5

3.
2

7
L2

5
2.

6
1

N
1

3
3.

1

8
N

1
12

2.
6

6
L1

4
3.

0

9
L2

9
2.

6
6

N
2

13
2.

8

10
N

3
10

2.
4

(9
)

L2
2

2.
8

11
L2

2
2.

2
1

N
1

6
2.

7

12
L3

19
2.

2
7

N
1

16
2.

6

13
N

2
13

2.
2

4
N

3
18

2.
6

14
N

1
3

1.
8

7
N

2
7

2.
4

15
N

1
6

1.
8

4
L1

1
2.

3

16
N

1
16

1.
8

4
L3

14
2.

1

17
N

2
7

1.
8

3
L3

11
2.

0

18
L3

14
1.

8
2

L2
20

1.
8

19
L3

11
1.

8
2

N
3

10
1.

8

20
L3

8
1.

8
N

o 
ch

an
ge

L3
8

1.
8

Handojo et al., Cogent Engineering (2023), 10: 2162679                                                                                                                                                 
https://doi.org/10.1080/23311916.2022.2162679                                                                                                                                                       

Page 15 of 19



The Silhouette Coefficient value has a score range between −1 and 1. A score of 1 means clusters 
are well apart from each other and clearly distinguished, while a value of −1 means clusters are 
assigned incorrectly.

In order to calculate the dissimilarity between data, the Euclidean distance method is used. The 
Euclidian distance formula used is as follows: 

d i; jð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ri � Rj
� �2

þ Fi � Fj
� �2

þ Mi � Mj
� �2

q

(5) 

i: customer number {1 . . . m}

j: customer number {1 . . . n}

Ri: Score in the recency category for customer i

Fi: Score in the frequency category for customer i

Mi: Score in the monetary category for customer i

As for the cohesion measure, the following calculation is used. For data i, the cohesion value will 
represent the average dissimilarity of data i to other data in the same cluster (Ci), with k number of 
data members. 

Cohesion ið Þ ¼
1

k � 1
∑n

1 d i; jnð Þ jn 2 Ci where Jn�i (6) 

To measure the average distance from data points in one cluster to data in other clusters, 
separation measurements are used. The separation for data i in cluster Ci corresponds to the 
average distance to all other data (total U data) in all other clusters. for the separation measure, 
the following calculation is used.  

SeparationðiÞ ¼ u � k∑n
1dði; jnÞ jn 2 Ci; where Jn 6¼ i (7) 

The Silhouette coefficient for the clustering solution is calculated using the following calculation:  

Silhouette Coefficient ¼
1
u

∑u
1

separationðiÞ � cohesionðiÞ
maxfseparationðiÞ; cohesionðiÞÞ

i 2 u (8) 

Table 11. K-Means clustering result
ID Cluster ID Cluster ID Cluster ID Cluster
1 1 6 2 11 3 16 4

2 2 7 2 12 3 17 4

3 2 8 2 13 3 18 5

4 2 9 3 14 3 19 4

5 2 10 3 15 3 20 4
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From the calculation of cluster evaluation (as can be seen in Table 12), the average Cohesion is 
1,507, Separation is 4.135, and the Silhouette Coefficient is 0.61. So, it can be concluded that the 
resulting cluster results are quite good (relative close to the highest score of 1).

5. Conclusion
Customer segmentation in a business is very important. Companies in general must determine 
which customers have priority over the other. One of the methods used in the customer segmen-
tation process is the RFM (Recency, Frequency, and Monetary) method. This method considers 
when was the last time the customer made a transaction/order (Recency), how many orders have 
been made (Frequency), and how much the customer has spent (Monetary). This method has 
a weakness in considering the Frequency and Monetary factors, where the consideration factors 
used are the total number of Frequency and the total number of Monetary only. The general 
weakness of this method is that the new customers cannot rank higher than old customers, which 
of course generally have a larger number of Frequency and Monetary scores. This could happen 
even if though the old customer has not been actively placing orders in recent times. For example, 
the customer has moved to another supplier.

The proposed method presented in this paper tries to consider the Frequency and Monetary 
factors carried out by the customer within a certain period of time. We called it Multi Layer 
Recency, Frequency, Monetary (MLRFM) approach. In the proposed method, we develop different 
range of time segments, called layers, and record customer activities within those different time 
segments. In each situation, different time segment may be defined. Different weight to each time 
segment is assigned. This different weight will reflect how much more important the newer time 
period is considered over the older ones. With this method, it is expected that the company can 
result in an accurate and fair priority decisions. In the online business where customers can switch 
buying products to new providers very easily, this new approach is expected to provide advantages 
in considering the dynamic of customer behavior.

Based on the comparison between the proposed method called MLRFM with it previous version, 
RFM, it is obvious that the proposed method can place new consumers who have high activity at 
a high priority and lower the priority of the existing customers who have been less active lately. To 
our understanding this provides more appropriate ratings to those customers that are potentially 
contributing high revenue in the current and future periods.

With the testing that have been carried out, it can be concluded that the proposed MLRFM 
method is able to provide more detailed priorities for existing customers, both old customers and 
new customers. Further research is needed in implementing and testing the proposed method and 
to prove whether the proposed method is able to provide appropriate customer priority ratings in 
a variety of online transactions, such as in health services, online transportation services, and so 
on. With the advent of information technology and data analytics this kind of segmentation can be 
done at a micro level, resulting in hundreds or even thousands of different segments. Future 
studies may also be directed toward financial evaluation of different segmentation approaches. 

Table 12. Cluster evaluation
Max Min Average

Cohesion 1.507 0.000 0.806

Separation 4.135 1.641 2.24

Silhouette Coefficient 1.000 0.368 0.61
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While operationally these different segmentation approaches may result in different technical 
challenges, it is important to see how much each of these different approaches result in different 
financial performance.
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